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#### Abstract

During recent decades, there have been a great number of research articles studying interior-point methods for solving problems in mathematical programming and constrained optimization. Stewart and O'Leary obtained an upper bound for scaled pseudoinverses $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|_{2}$ of a matrix $X$ where $\mathcal{P}$ is a set of diagonal positive definite matrices. We improved their results to obtain the supremum of scaled pseudoinverses and derived the stability property of scaled pseudoinverses. Forsgren further generalized these results to derive the supremum of weighted pseudoinverses $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|_{2}$ where $\mathcal{P}$ is a set of diagonally dominant positive semidefinite matrices, by using a signature decomposition of weighting matrices $W$ and by applying the BinetCauchy formula and Cramer's rule for determinants. The results are also extended to equality constrained linear least squares problems.

In this paper we extend Forsgren's results to a general complex matrix $X$ to establish several equivalent formulae for $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|_{2}$, where $\mathcal{P}$ is a set of diagonally dominant positive semidefinite matrices, or a set of weighting matrices arising from solving equality constrained least squares problems. We also discuss the stability property of these weighted pseudoinverses.


## 1. Introduction

In this paper we will use the following notation. $C^{m \times n}\left(R^{m \times n}\right)$ is the set of $m$ by $n$ matrices with complex (real) entries, $C_{r}^{m \times n}$ is a subset of $C^{m \times n}$ in which any matrix has rank $r, C^{m}\left(R^{m}\right)=C^{m \times 1}\left(R^{m \times 1}\right)$. $I_{m}$ denotes the identity matrix of order $m, 0_{m \times n}$ is the $m$ by $n$ matrix with zero entries (if no confusion occurs, we will omit the subscript), and $\|\cdot\| \equiv\|\cdot\|_{2}$ is the Euclidean vector norm or the spectral matrix norm. For any matrix $X \in C_{r}^{m \times n}, X^{+}$is the Moore-Penrose pseudoinverse of $X, X^{T}$ is the transpose of $X, X^{H}$ is the conjugate transpose of $X, \operatorname{rank}(X)$ is the rank of $X, R(X)$ is the range of $X . X^{(i)} \prec X$ means that $X^{(i)}$ is a submatrix of $X$ formed with a set of rows of $X . \mathcal{P}(X)$ is a set of real symmetric positive semidefinite matrices of order $m=$ rows of $X$ such that for any $W \in \mathcal{P}(X)$, $\operatorname{rank}(W X)=\operatorname{rank}(X) . \inf _{+}(X)$ denotes the smallest nonzero singular value of $X$. For a vector of sequence of increasing $r$ integers $J=\left\{i_{1}, \cdots, i_{r}\right\} \subset\{1, \cdots, m\}$, $X \in C_{r}^{m \times n}$ and $D=\operatorname{diag}\left(d_{1}, \cdots, d_{m}\right), X_{J}$ denotes a submatrix of $X$ formed with those rows $i_{1}, \cdots, i_{r} \in J$ and $D_{J J}=\operatorname{diag}\left(d_{i_{1}}, \cdots, d_{i_{r}}\right) . J(X)$ is a set of indexes
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defined by

$$
\begin{equation*}
J(X)=\left\{J=\left\{i_{1}, \cdots, i_{r}\right\}: 1 \leq i_{1}<\cdots<i_{r} \leq m, \operatorname{rank}\left(X_{J}\right)=\operatorname{rank}(X)=r\right\} . \tag{1.1}
\end{equation*}
$$

Consider the following mathematical programming and nonlinear constrained optimization problem

$$
\begin{equation*}
\min _{y \in R^{n}} f(y), \text { subject to } y \geq 0 \text { and } C y=d, \tag{1.2}
\end{equation*}
$$

in which $f: R^{n} \rightarrow R, C \in R^{m \times n}$ and $d \in R^{m}$ are given. When solving (1.2) by an interior method [1], [5], [6], [17], [22]-[24], one will obtain the following weighted least squares (WLS) problem

$$
\begin{equation*}
\min _{x \in R^{n}}\left\|W^{\frac{1}{2}}(X x-g)\right\| \tag{1.3}
\end{equation*}
$$

where $W=W(\tau) \in \mathcal{P}(X), \tau>0$ is a parameter. Similarly, when solving the equality constrained least squares problem (LSE) [9]

$$
\begin{equation*}
\min _{x \in R^{n}}\left\|W_{2}^{\frac{1}{2}}\left(K x-g_{2}\right)\right\| \quad \text { subject to } L x=g_{1} \tag{1.4}
\end{equation*}
$$

by the weighting method, one will also obtain a WLS problem like (1.3). When $\tau \rightarrow+\infty$, the minimum 2 -norm solution of (1.3) will tend to the minimum 2-norm solution of (1.2) or (1.4).

Let $X \in C^{m \times n}, g \in C^{m}$ and $W=W(\tau) \in \mathcal{P}(X)$ be given. Let $\bar{X}=X+$ $\delta X$ and $\bar{g}=g+\delta g$ be the perturbed versions of $X$ and $g$ respectively satisfying $\operatorname{rank}\left(W^{\frac{1}{2}} \bar{X}\right)=\operatorname{rank}\left(W^{\frac{1}{2}} X\right)$. Then the minimum 2-norm least squares solutions $\pi$ and $\bar{\pi}$ of the problems

$$
\begin{equation*}
\min _{x \in C^{n}}\left\|W^{\frac{1}{2}}(X x-g)\right\| \quad \text { and } \quad \min _{x \in C^{n}}\left\|W^{\frac{1}{2}}(\bar{X} x-\bar{g})\right\| \tag{1.5}
\end{equation*}
$$

are respectively

$$
\begin{equation*}
\pi=\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}} g \quad \text { and } \quad \bar{\pi}=\left(W^{\frac{1}{2}} \bar{X}\right)^{+} W^{\frac{1}{2}} \bar{g} \tag{1.6}
\end{equation*}
$$

It is well known [7], [16] that when $\|\delta X\| \rightarrow 0,\|\delta g\| \rightarrow 0$ and $\operatorname{rank}\left(W^{\frac{1}{2}} \bar{X}\right)=$ $\operatorname{rank}\left(W^{\frac{1}{2}} X\right)$, then

$$
\bar{\pi} \rightarrow \pi
$$

In general, when the parameter $\tau \rightarrow+\infty$, the condition number of the matrix $W^{\frac{1}{2}} X$ would be unbounded, so in this case the WLS problems (1.5) would be "illconditioned". On the other hand, the boundedness of $\pi$ and $\bar{\pi}$ respectively depend upon the upper bounds of $\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|$ and $\left\|\left(W^{\frac{1}{2}} \bar{X}\right)^{+} W^{\frac{1}{2}}\right\|$ when $W$ ranges over a subset $\mathcal{P} \subseteq \mathcal{P}(X)$. Also, the perturbation bound of $\|\bar{\pi}-\pi\|$ depends upon the upper bounds of $\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|$ and $\left\|\left(W^{\frac{1}{2}} \bar{X}\right)^{+} W^{\frac{1}{2}}\right\|$ when $W$ ranges over a subset $\mathcal{P} \subseteq \mathcal{P}(X)$, as well as the bounds $\|\delta X\|$ and $\|\delta g\|$. So the problems of specifying sets $\mathcal{P} \subseteq \mathcal{P}(X)$ such that $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|<+\infty$ and determining conditions such that $\sup _{\|\bar{X}-X\| \leq \eta} \sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} \bar{X}\right)^{+} W^{\frac{1}{2}}\right\|<+\infty$ for some constant $\eta$ are important subjects.

By applying the Binet-Cauchy formula for determinant and Cramer's rule for solving a system of linear equations, the authors of [2], [3], [4], [10], [13], [17] discussed the geometry of the minimum 2-norm solution of the WLS problem (1.3)
and linear equations. The authors of [5], [6], [8], [17], [18], [22]-[24] proposed several algorithms and discussed stability for solving the constrained optimization problem.

When $X \in R_{n}^{m \times n}$, Stewart [15] and O'Leary [12] showed that when $\mathcal{P}$ is the set of positive diagonal matrices of order $m$, then $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|<+\infty$. They also provided an estimate for $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|$. We [21] generalized their result to obtain $\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)+W^{\frac{1}{2}}\right\|}=\min _{X^{(i)} \prec X} \inf _{+}\left(X^{(i)}\right)$. Recently Forsgren [4] further generalized this result to the case when $X \in R_{n}^{m \times n}$ and $\mathcal{P} \subseteq \mathcal{P}(X)$ is a set of diagonally dominant positive semidefinite matrices, or a set of matrices arising from handling the LSE problem (1.4) by the weighting method. Forsgren constructed a signature decomposition of any matrix $W \in \mathcal{P}$ and applied the Binet-Cauchy formula and Cramer's rule to derive these results.

In this paper we extend Forsgren's results to a general complex matrix $X$ to establish several equivalent formulae for $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|$ with some $\mathcal{P} \subseteq \mathcal{P}(X)$. In particular, we will discuss the case that $\mathcal{P} \subseteq \mathcal{P}(X)$ is a set of semi-positive diagonal matrices, a set of diagonally dominant positive semidefinite matrices, or a set of weighting matrices arising from solving the LSE problem (1.4) by the weighting method. We also discuss stability properties of these weighted pseudoinverses.

The paper is organized as follows. Section 2 will derive equivalent formulae for the supremum of weighted pseudoinverses; Section 3 will derive equivalent formulae for the supremum of weighted pseudoinverses arising from the LSE problem with the weighting method; Section 4 will discuss the stability of weighted pseudoinverses; Section 5 will conclude the paper with some remarks.

In $\S \S 3-4$, we need the following fact.
Lemma 1.1. Suppose that $L \in C^{m_{1} \times n}$ and $K \in C^{m_{2} \times n}$. Let

$$
X=\binom{L}{K}, \quad Y=\left(\begin{array}{cc}
L & 0  \tag{1.7}\\
K L^{+} L & K\left(I_{n}-L^{+} L\right)
\end{array}\right), \quad Z=\binom{L^{+} L}{I_{n}-L^{+} L}
$$

Then

$$
\begin{equation*}
\operatorname{rank}(X)=\operatorname{rank}(Y)=\operatorname{rank}(L)+\operatorname{rank}\left(K\left(I_{n}-L^{+} L\right)\right) \tag{1.8}
\end{equation*}
$$

Proof. It can be shown that $X=Y Z$ and $Y=X Z^{H}$. From this we have

$$
\operatorname{rank}(X) \geq \operatorname{rank}\left(X Z^{H}\right)=\operatorname{rank}(Y) \geq \operatorname{rank}(Y Z)=\operatorname{rank}(X)
$$

Combining above inequalities and (1.7), the equalities in (1.8) follow.

## 2. EQUIVALENT FORMULAE FOR THE SUPREMUM OF WEIGHTED PSEUDOINVERSES

In this section, we will derive several equivalent formulae for the supremum of weighted pseudoinverses of a matrix $X \in C_{r}^{m \times n}$. We first derive the Moore- Penrose pseudoinverse of $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ for any $W \in \mathcal{P}(X)$. Let the unitary decomposition of $X^{H}$ be

$$
\begin{equation*}
X^{H}=Q A \quad \text { so } X=A^{H} Q^{H} \tag{2.1}
\end{equation*}
$$

in which $Q^{H} Q=I_{r}$ and $A$ has full row rank $r$. Then we have

Lemma 2.1. For a given matrix $X \in C_{r}^{m \times n}$ and any weighting matrix $W \in \mathcal{P}(X)$, define

$$
\begin{equation*}
B=\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}} \quad \text { and } \quad C=W X(W X)^{+} X \tag{2.2a}
\end{equation*}
$$

Then

$$
\operatorname{rank}(B)=\operatorname{rank}(C) \quad \text { and } \quad B^{+}=C
$$

Proof. Let the unitary decomposition of $X$ be as in (2.1). It can be shown that if $\operatorname{rank}(W X)=\operatorname{rank}(X)=r$, then

$$
\operatorname{rank}\left(A W A^{H}\right)=\operatorname{rank}\left(A W^{2} A^{H}\right)=\operatorname{rank}(X)=r
$$

so both $A W A^{H}$ and $A W^{2} A^{H}$ are nonsingular. Then

$$
\begin{align*}
& B=\left(W^{\frac{1}{2}} A^{H} Q^{H}\right)^{+} W^{\frac{1}{2}}=Q\left(A W A^{H}\right)^{-1} A W \\
& C=W A^{H} Q^{H}\left(W A^{H} Q^{H}\right)^{+} A^{H} Q^{H}=W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H} Q^{H} \tag{2.2b}
\end{align*}
$$

and so

$$
\begin{aligned}
B C & =\left(Q\left(A W A^{H}\right)^{-1} A W\right)\left(W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H} Q^{H}\right)=Q Q^{H}=(B C)^{H} \\
C B & =\left(W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H} Q^{H}\right)\left(Q\left(A W A^{H}\right)^{-1} A W\right) \\
& =W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W=(C B)^{H}
\end{aligned}
$$

From this it is obvious that

$$
B C B=(B C) B=Q Q^{H} B=B \quad \text { and } \quad C B C=C(B C)=C Q Q^{H}=C
$$

that is, $C$ satisfies all four conditions as the unique Moore-Penrose pseudoinverse of $B$ [1]. So $C=B^{+}$.

For given $X \in C_{r}^{m \times n}$ and a set $\mathcal{P} \subseteq \mathcal{P}(X)$, we define the following two sets of vectors. Let

$$
\begin{align*}
& \mathcal{X}=\left\{x \in R(X):\left\|X^{+} x\right\|=1\right\} \\
& \mathcal{Y}(\mathcal{P})=\left\{y \in C^{m}: \text { there exists } W \in \mathcal{P} \text { such that }(W X)^{H} y=0\right\}  \tag{2.3}\\
& \rho(\mathcal{P})=\inf _{x \in \mathcal{X},}^{y \in \mathcal{Y}(\mathcal{P})} \mid\|x-y\|
\end{align*}
$$

We now present the first main result of this section.
Theorem 2.1. Suppose that $X \in C_{r}^{m \times n}$ with $r>0$, and a set of matrices $\mathcal{P} \subseteq$ $\mathcal{P}(X)$ such that

$$
\begin{equation*}
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|<+\infty \tag{2.4}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|}=\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)=\rho(\mathcal{P}) \tag{2.5}
\end{equation*}
$$

Proof. (1) We first prove that

$$
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|}=\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)
$$

Let $W \in \mathcal{P}$ be given. From Lemma 2.1, $\left(\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right)^{+}=W X(W X)^{+} X$. Let the nonzero singular values of $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ and $W X(W X)^{+} X$ be arranged respectively in decreasing order,

$$
\begin{align*}
& \sigma_{1}\left(\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right) \geq \cdots \geq \sigma_{r}\left(\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right)>0 \\
& \sigma_{1}\left(W X(W X)^{+} X\right) \geq \cdots \geq \sigma_{r}\left(W X(W X)^{+} X\right)>0 \tag{2.6}
\end{align*}
$$

Then we have

$$
\begin{equation*}
\sigma_{j}\left(W X(W X)^{+} X\right)=\frac{1}{\sigma_{r+1-j}\left(\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right)} \text { for } j=1, \cdots, r . \tag{2.7}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
& \inf _{+}\left(W X(W X)^{+} X\right)=\sigma_{r}\left(W X(W X)^{+} X\right)=\frac{1}{\sigma_{1}\left(\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right)}=\frac{1}{\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|} \\
& \quad \geq \frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|} .
\end{aligned}
$$

Because the above inequality holds for any matrix $W \in \mathcal{P}$,

$$
\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right) \geq \frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|}
$$

By reversing the above procedure, we obtain that for any matrix $W \in \mathcal{P}$,

$$
\frac{1}{\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|}=\inf _{+}\left(W X(W X)^{+} X\right) \geq \inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)
$$

so

$$
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|} \geq \inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)
$$

(2) We then prove that

$$
\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)=\rho(\mathcal{P})
$$

Let the unitary decomposition of $X$ be as in (2.1). Then from Lemma 2.1, for given $W \in \mathcal{P}$,

$$
W X(W X)^{+} X=W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H} Q^{H} .
$$

Let $z$ be the right singular vector of $W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H}$ associated with $\inf _{+}\left(W X(W X)^{+} X\right)$, where $\|z\|=1$. Then

$$
\inf _{+}\left(W X(W X)^{+} X\right)=\left\|W A^{H}\left(A W^{2} A^{H}\right)^{-1} A W A^{H} z\right\|=\left\|W X(W X)^{+} X(Q z)\right\|
$$

and it can be shown that $x=X(Q z) \in \mathcal{X}$. Let $y=\left(I-W X(W X)^{+}\right) x$. Then $(W X)^{H} y=0$ so $y \in \mathcal{Y}(\mathcal{P})$ and

$$
\inf _{+}\left(W X(W X)^{+} X\right)=\left\|W X(W X)^{+} x\right\|=\|x-y\| \geq \rho(\mathcal{P})
$$

Because the above inequality holds for any $W \in \mathcal{P}$,

$$
\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right) \geq \rho(\mathcal{P})
$$

On the contrary, for any $\epsilon>0$, there exist $x_{\epsilon} \in \mathcal{X}, W_{\epsilon} \in \mathcal{P}, y_{\epsilon} \in \mathcal{Y}(\mathcal{P})$ such that $\left(W_{\epsilon} X\right)^{H} y_{\epsilon}=0$ and

$$
\rho(\mathcal{P})>\left\|x_{\epsilon}-y_{\epsilon}\right\|-\epsilon .
$$

Because $\left(W_{\epsilon} X\right)^{H} y_{\epsilon}=0, y_{\epsilon}$ should be of the form $y_{\epsilon}=\left(I-W_{\epsilon} X\left(W_{\epsilon} X\right)^{+}\right) z$ for some vector $z \in C^{m}$. From the knowledge of the least squares problem [7] and noting that $x_{\epsilon}=X X^{+} x_{\epsilon}$, we obtain

$$
\begin{aligned}
\left\|x_{\epsilon}-y_{\epsilon}\right\| & \geq \min _{v \in C^{m}}\left\|x_{\epsilon}-\left(I-W_{\epsilon} X\left(W_{\epsilon} X\right)^{+}\right) v\right\|=\left\|x_{\epsilon}-\left(I-W_{\epsilon} X\left(W_{\epsilon} X\right)^{+}\right) x_{\epsilon}\right\| \\
& =\left\|W_{\epsilon} X\left(W_{\epsilon} X\right)^{+} X\left(X^{+} x_{\epsilon}\right)\right\| \geq \inf _{+}\left(W_{\epsilon} X\left(W_{\epsilon} X\right)^{+} X\right),
\end{aligned}
$$

so

$$
\rho(\mathcal{P})>\inf _{+}\left(W_{\epsilon} X\left(W_{\epsilon} X\right)^{+} X\right)-\epsilon \geq \inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)-\epsilon
$$

Because $\epsilon>0$ is arbitrary, letting $\epsilon \rightarrow 0^{+}$we obtain

$$
\rho(\mathcal{P}) \geq \inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)
$$

proving the assertions of the theorem.
Notice that Theorem 2.1 is a generalization of [15], [12], [21].
Next we will present the second main result of this section by using an idea in [4, Theorem 3.1].

Theorem 2.2. Suppose that $X \in C_{r}^{m \times n}$ with $r>0$, integer $l \geq r$. Let $\mathcal{U} \subseteq R^{m \times l}$ and $\mathcal{P} \subseteq \mathcal{P}(X)$ be two given sets of matrices which respectively satisfy

$$
\begin{align*}
& \forall U \in \mathcal{U}, \operatorname{rank}\left(U^{T} X\right)=r \\
& \sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|<+\infty \tag{2.8}
\end{align*}
$$

where $U_{J}^{T} \equiv\left(U^{T}\right)_{J}$, and

$$
\begin{align*}
& \mathcal{P}=\left\{W=U D U^{T}: \quad U \in \mathcal{U}, D=\operatorname{diag}\left(d_{1}, \cdots, d_{l}\right) \geq 0\right. \\
&\text { such that } \operatorname{rank}(W X)=\operatorname{rank}(X)\} . \tag{2.9}
\end{align*}
$$

Then

$$
\begin{align*}
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|} & =\frac{1}{\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|}=\rho(\mathcal{P}) \\
& =\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)  \tag{2.10}\\
& =\inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X\right) .
\end{align*}
$$

Proof. Notice that $\mathcal{P} \subseteq \mathcal{P}(X)$.
(1) We first prove that

$$
\inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X\right)=\frac{1}{\sup _{U \in \mathcal{U}}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\| .
$$

Let the unitary decomposition of $X$ be as in (2.1). For any $U \in \mathcal{U}$ and $J \in J\left(U^{T} X\right)$, we have $\left(U^{T} X\right)_{J}=U_{J}^{T} X$ and (see (1.1))

$$
\operatorname{rank}\left(\left(U^{T} X\right)_{J}\right)=\operatorname{rank}\left(U_{J}^{T} X\right)=\operatorname{rank}\left(U^{T} X\right)=\operatorname{rank}(X)=\operatorname{rank}\left(U_{J}^{T} A^{H}\right)=r
$$

so $U_{J}^{T} A^{H}$ is nonsingular and $U_{J}^{T}$ has full row rank $r$. Then we have the following identities

$$
\begin{equation*}
\left(\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right)^{+}=\left(Q\left(U_{J}^{T} A^{H}\right)^{-1} U_{J}^{T}\right)^{+}=\left(U_{J}^{T}\right)^{+}\left(U_{J}^{T} A^{H}\right) Q^{H}=\left(U_{J}^{T}\right)^{+} U_{J}^{T} X, \tag{2.11}
\end{equation*}
$$

from which we obtain by using the same argument as in step (1) of the proof of Theorem 2.1,

$$
\inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X\right)=\frac{1}{\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|}>0 .
$$

(2) We then prove that

$$
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|=\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|
$$

by applying the Binet-Cauchy formula and Cramer's rule. For given $W=U D U^{T} \in$ $\mathcal{P}$ with $U \in \mathcal{U}$ we have $\operatorname{rank}(W X)=\operatorname{rank}(X)=r$. Then

$$
\operatorname{rank}(X) \geq \operatorname{rank}\left(U^{T} X\right) \geq \operatorname{rank}\left(D U^{T} X\right) \geq \operatorname{rank}(W X)=\operatorname{rank}(X) ;
$$

that is,

$$
\begin{equation*}
\operatorname{rank}\left(U^{T} X\right)=\operatorname{rank}\left(D U^{T} X\right)=\operatorname{rank}(W X)=\operatorname{rank}(X) \tag{2.12}
\end{equation*}
$$

so $A W A^{H}$ is nonsingular. For any vector $g \in C^{m}$, let

$$
\begin{equation*}
\pi=\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}} g=Q\left(A W A^{H}\right)^{-1} A W g=Q\left(\tilde{A}^{H} D \tilde{A}\right)^{-1} \tilde{A}^{H} D \tilde{g}, \tag{2.13}
\end{equation*}
$$

in which $\tilde{A}=U^{T} A^{H}$ and $\tilde{g}=U^{T} g$. Notice that for any $J \in J\left(U^{T} X\right), \tilde{A}_{J}=$ $\left(U^{T} A^{H}\right)_{J}=U_{J}^{T} A^{H}$ is nonsingular. Then by applying the Binet-Cauchy formula and Cramer's rule [11],

$$
\begin{aligned}
\left(Q^{H} \pi\right)_{i} & =\left[\left(\tilde{A}^{H} D \tilde{A}\right)^{-1} \tilde{A}^{H} D \tilde{g}\right]_{i} \\
& =\frac{\operatorname{det}\left(\tilde{A}^{H} D\left(\tilde{A}+\left(\tilde{g}-\tilde{A} e_{i}\right) e_{i}^{T}\right)\right)}{\operatorname{det}\left(\tilde{A}^{H} D \tilde{A}\right)} \\
& =\sum_{J \in J\left(U^{T} X\right)} \frac{\operatorname{det}\left(\left(\tilde{A}_{J}\right)^{H}\right) \cdot \operatorname{det}\left(D_{J J}\right) \cdot \operatorname{det}\left(\tilde{A}_{J}\right)}{\sum_{N \in J\left(U^{T} X\right)} \operatorname{det}\left(\left(\tilde{A}_{N}\right)^{H}\right) \cdot \operatorname{det}\left(D_{N N}\right) \cdot \operatorname{det}\left(\tilde{A}_{N}\right)}\left(\left(\tilde{A}_{J}\right)^{-1} \tilde{g}_{J}\right)_{i} .
\end{aligned}
$$

Notice that $\tilde{A}_{J} Q^{H}=U_{J}^{T} X$ and $\tilde{g}_{J}=U_{J}^{T} g$. Then we deduce that

$$
\begin{equation*}
\pi=Q\left(Q^{H} \pi\right)=\sum_{J \in J\left(U^{T} X\right)} \frac{\left|\operatorname{det}\left(\tilde{A}_{J}\right)\right|^{2} \cdot \operatorname{det}\left(D_{J J}\right)}{\sum_{N \in J\left(U^{T} X\right)}\left|\operatorname{det}\left(\tilde{A}_{N}\right)\right|^{2} \cdot \operatorname{det}\left(D_{N N}\right)}\left(U_{J}^{T} X\right)^{+} U_{J}^{T} g \tag{2.14}
\end{equation*}
$$

From (2.14), $\pi$ is the convex combination of the basic solutions. Then in exactly the same way as in the proof of [4, Theorem 3.1, Corollary 5.2], we obtain

$$
\begin{equation*}
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}} g\right\|=\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T} g\right\| \tag{2.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|=\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\| \tag{2.16}
\end{equation*}
$$

The remaining equalities of (2.10) follow from Theorem 2.1.

From Theorem 2.2, with $\mathcal{U}$ satisying (2.8) and $\mathcal{P}$ defined in (2.9), one of the following inequalities implies the other:

$$
\begin{gathered}
\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|<+\infty \\
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|<+\infty
\end{gathered}
$$

Especially, if $\mathcal{U}$ only contains a finite number of matrices, then the above inequalities are always true.

In the case that $l=m$ and $\mathcal{U}=\left\{I_{m}\right\}$ so that $\mathcal{P}$ is a set of semi-positive diagonal matrices, we then obtain essentially the same results as in [21].

Corollary 2.1. Under the notation and the conditions in Theorem 2.2, if

$$
\begin{align*}
& \mathcal{P}=\left\{W=\operatorname{diag}\left(d_{1}, \cdots, d_{m}\right): d_{j} \geq 0 \text { for } j=1, \cdots, m,\right. \\
&\text { such that } \operatorname{rank}(W X)=\operatorname{rank}(X)\}, \tag{2.17}
\end{align*}
$$

then

$$
\begin{equation*}
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|}=\frac{1}{\max _{i}\left\|X^{(i)+}\right\|}=\rho(\mathcal{P})=\min _{i} \inf _{+}\left(X^{(i)}\right) \tag{2.18}
\end{equation*}
$$

in which the maximum or minmum is taken over all $X^{(i)} \prec X$ such that $\operatorname{rank}\left(X^{(i)}\right)$ $=r=$ number of rows of $X^{(i)}$.

In the case that $\mathcal{P}$ is a set of $m \times m$ real symmetric diagonally dominant positive semidefinite matrices, Forsgren [4] has constructed an interesting signature decomposition of $W=U D U^{T} \in \mathcal{P}$, where $U \equiv U(s)$ has the following form, with $l=\frac{m(m+1)}{2}$ :

$$
\begin{align*}
& U(s) \equiv\left(u(s)_{1}, \cdots, u(s)_{l}\right) \in R^{m \times l} \text { with } \\
& u(s)_{i}=e_{i} \text { for } i=1, \cdots, m  \tag{2.19a}\\
& u(s)_{m+t(i, j)}=e_{i}+s_{t(i, j)} e_{j} \text { for } 1 \leq i<j \leq m,
\end{align*}
$$

in which $e_{j}$ is the $j$-th column of the identity matrix $I_{m}$, and for $1 \leq i<j \leq m$,

$$
t(i, j)=m(i-1)-\frac{i(i+1)}{2}+j \quad \text { and } \quad s_{t(i, j)}= \begin{cases}1 & \text { if } w_{i j} \geq 0 \\ -1 & \text { if } w_{i j}<0\end{cases}
$$

and

$$
\begin{gather*}
D=\operatorname{diag}\left(d_{1}, \cdots, d_{l}\right) \text { with } d_{i}=w_{i i}-\sum_{j=1, j \neq i}^{m}\left|w_{i j}\right| \text { for } i=1, \cdots m,  \tag{2.19b}\\
d_{m+t(i, j)}=\left|w_{i j}\right| \text { for } 1 \leq i<j \leq m .
\end{gather*}
$$

For a detailed description of the signature decomposition of $W$, we refer to [4]. From (2.19a) and (2.19b) we see that $\mathcal{U}$ only contains a finite number of $m \times l$ matrices. Then we obtain the following results by applying Theorem 2.2 and [4, §3-§5].

Corollary 2.2. Under the notation and the conditions of Theorem 2.2, if furthermore, $\mathcal{P}$ is the set of real $m \times m$ symmetric positive semidefinite diagonally dominant matrices, then with $U \in \mathcal{U}$ defined in (2.19a), we have

$$
\begin{align*}
\frac{1}{\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|} & =\frac{1}{\sup _{U \in \mathcal{U}} \max _{J \in J\left(U^{T} X\right)}\left\|\left(U_{J}^{T} X\right)^{+} U_{J}^{T}\right\|}=\rho(\mathcal{P}) \\
& =\inf _{W \in \mathcal{P}} \inf _{+}\left(W X(W X)^{+} X\right)  \tag{2.20}\\
& =\inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X\right) .
\end{align*}
$$

Remarks. 1. For given $X \in C_{r}^{m \times n}, \mathcal{U}$ satisfying (2.8), $\mathcal{P}$ defined in (2.9), (2.14) provides the geometric structure of the minimum 2-norm WLS solution $\pi$ of (1.3) for given $W \in \mathcal{P}$, which is a generalization of well known formulae in [2], [3], [4], [10], [13], [17].
2. Theorems 2.1, 2.2 and Corollaries 2.1, 2.2 provide several equivalent formulae for $\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|$, which extend the results in [15], [12], [21], [4].

## 3. EQUivalent formulae for the supremum of weighted

 PSEUDOINVERSES ARISING FROM SOLVING EQUALITY CONSTRAINED LINEAR least squares problems with the weighting methodIn [4] Forsgren also used the Binet-Cauchy formula and Cramer's rule to obtain the supremum of weighted pseudoinverses arising from solving the LSE problem [9]

$$
\begin{equation*}
\min _{x}\left\|W^{\frac{1}{2}}\left(K x-g_{2}\right)\right\|, \text { subject to } L x=g_{1}, \tag{3.1a}
\end{equation*}
$$

where $L \in R^{m_{1} \times n}, K \in R^{m_{2} \times n}$ are given matrices, and $g_{1} \in R^{m_{1}}, g_{2} \in R_{2}^{m}$ are given vectors. In this section we will generalize Forsgren's results to derive equivalent formulae for the supremum of such weighted pseudoinverses for general complex matrices $L, K$ and some set $\mathcal{P}_{2} \subseteq \mathcal{P}(K P)$ with $P=I_{n}-L^{+} L$.

Let $L \in C_{p}^{m_{1} \times n}, K \in C^{m_{2} \times n}, g_{1} \in C^{m_{1}}$ and $g_{2} \in C^{m_{2}}$ be given. One method of solving (3.1a) is the weighting method. Let $m=m_{1}+m_{2}$ and define

$$
g=\binom{g_{1}}{g_{2}}, X=\binom{L}{K} \text { and } W(\tau)=\left(\begin{array}{cc}
\tau I_{m_{1}} &  \tag{3.2}\\
& W
\end{array}\right) .
$$

Suppose that $\operatorname{rank}(X)=r$. Let $\pi(\tau)$ be the minimum 2-norm least squares solution of

$$
\begin{equation*}
\min _{x \in C^{n}}\left\|W(\tau)^{\frac{1}{2}}(X x-g)\right\| \tag{3.1b}
\end{equation*}
$$

so

$$
\pi(\tau)=\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} g
$$

Then with

$$
\begin{equation*}
\pi=\lim _{\tau \rightarrow+\infty} \pi(\tau)=\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} g \tag{3.3}
\end{equation*}
$$

$\pi$ is the minimum 2-norm solution of the LSE problem (3.1a).
In this section we will derive equivalent formulae for the supremum

$$
\begin{equation*}
\sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|(<+\infty) \tag{3.4}
\end{equation*}
$$

for some set $\mathcal{P}_{2} \subseteq \mathcal{P}(K P)$. We first need the following result:

Lemma 3.1. Let $L \in C^{m_{1} \times n}, K \in C^{m_{2} \times n}$ and $W \in R^{m_{2} \times m_{2}}$ be given matrices. Suppose that $\operatorname{rank}(X)=r$ and $\operatorname{rank}(L)=p$, where $X=\binom{L}{K}$. Then with $W(\tau)$ defined in (3.2) such that $\operatorname{rank}(W(\tau) X)=\operatorname{rank}(X)$,

$$
\begin{align*}
& \lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}=\left(L_{W^{\frac{1}{2}} K}^{+},\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}}\right) \\
& \lim _{\tau \rightarrow+\infty} W(\tau) X(W(\tau) X)^{+} X=\binom{L}{W K P(W K P)^{+} K} \tag{3.5}
\end{align*}
$$

in which

$$
\begin{equation*}
P=I-L^{+} L, L_{W^{\frac{1}{2}} K}^{+}=\left(I-\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}} K\right) L^{+} . \tag{3.6}
\end{equation*}
$$

So

$$
\begin{equation*}
\binom{L}{W K P(W K P)^{+} K}^{+}=\left(L_{W^{\frac{1}{2}} K}^{+},\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}}\right) \tag{3.7}
\end{equation*}
$$

Proof. Let $\tilde{K}=W^{q} K\left(q=\frac{1}{2}, 1\right)$ and let the SVD of $\binom{L}{\tilde{K}}$ be [7]

$$
\begin{equation*}
\tilde{X} \equiv\binom{L}{\tilde{K}}=Z T H^{H}=Z_{1} T_{1} H_{1}^{H} \tag{3.8}
\end{equation*}
$$

where $Z, H$ are unitary matrices of appropriate sizes,

$$
T=\operatorname{diag}\left(T_{1}, 0\right), T_{1}=\operatorname{diag}\left(t_{1}, \cdots, t_{r}\right)
$$

with $t_{1} \geq \cdots \geq t_{r}>0$ the nonzero singular values of $\tilde{X}, Z_{1}, H_{1}$ are respectively the first $r$ columns of $Z, H$. Let the CSD of $Z$ be [14]

$$
Z=\left(\begin{array}{ll}
Z_{11} & Z_{21}  \tag{3.9}\\
Z_{21} & Z_{22}
\end{array}\right)_{r,}^{m_{1}}, m_{2-r}=\left(\begin{array}{ll}
U_{1} & \\
& U_{2}
\end{array}\right)\left(\begin{array}{ll}
D_{11} & D_{12} \\
D_{21} & D_{22}
\end{array}\right)\left(\begin{array}{ll}
V_{1}^{H} & \\
& V_{2}^{H}
\end{array}\right)
$$

where $U_{1}, U_{2}, V_{1}$ and $V_{2}$ are unitary matrices,

$$
\begin{align*}
& D_{11}=\operatorname{diag}\left(I_{j}, C, 0\right), \quad D_{12}=\operatorname{diag}\left(0, S, I_{m_{1}-p}\right) \\
& D_{21}=\operatorname{diag}\left(0, S, I_{r-p}\right), \quad D_{22}=\operatorname{diag}\left(I_{m_{2}+j-r},-C, 0\right) \tag{3.10}
\end{align*}
$$

in which $C, S$ are positive definite diagonal matrices of order $p-j$ with $C^{2}+S^{2}=$ $I_{p-j}$ (when $p-j=0$, both $C$ and $S$ are naught). Then from (3.8)-(3.10),

$$
\begin{align*}
\lim _{\tau \rightarrow+\infty} & \left(W(\tau)^{q} X\right)^{+} W(\tau)^{q}  \tag{3.11}\\
& =\lim _{\tau \rightarrow+\infty}\left(H_{1} T_{1}\left(\tau^{2 q} Z_{11}^{H} Z_{11}+Z_{21}^{H} Z_{21}\right) T_{1} H_{1}^{H}\right)^{+} H_{1} T_{1}\left(\tau^{2 q} Z_{11}^{H}, Z_{21}^{H} W^{q}\right) \\
& =\lim _{\tau \rightarrow+\infty} H_{1} T_{1}^{-1}\left(\tau^{2 q} Z_{11}^{H} Z_{11}+Z_{21}^{H} Z_{21}\right)^{-1}\left(\tau^{2 q} Z_{11}^{H}, Z_{21}^{H} W^{q}\right) \\
& =H_{1} T^{-1}\left(V_{1} \operatorname{diag}\left(I_{j}, C^{-1}, 0\right) U_{1}^{H}, V_{1} \operatorname{diag}\left(0,0, I_{r-p}\right) U_{2}^{H} W^{q}\right) \\
& =H_{1} T_{1}^{-1}\left(Z_{11}^{+},\left(I_{r}-Z_{11}^{+} Z_{11}\right) Z_{21}^{H} W^{q}\right)
\end{align*}
$$

Also from (3.8)-(3.10),

$$
\begin{align*}
\lim _{\tau \rightarrow+\infty} & W(\tau)^{q} X\left(W(\tau)^{q} X\right)^{+} X=\lim _{\tau \rightarrow+\infty}\binom{\tau^{q} Z_{11}}{Z_{21}} T_{1} H_{1}^{H}\left(\binom{\tau^{q} Z_{11}}{Z_{21}} T_{1} H_{1}^{H}\right)^{+} X  \tag{3.12}\\
& =\lim _{\tau \rightarrow+\infty}\binom{\tau^{q} Z_{11}}{Z_{21}}\left(\tau^{2 q} Z_{11}^{H} Z_{11}+Z_{21}^{H} Z_{21}\right)^{-1}\left(\tau^{q} Z_{11}^{H}, Z_{21}^{H}\right) X \\
& =\left(\begin{array}{cc}
Z_{11} Z_{11}^{+} & I-Z_{22} Z_{22}^{+}
\end{array}\right) X .
\end{align*}
$$

So with $q=\frac{1}{2}$ we have from (3.11) and [19, (3.1)-(3.3), (3.7), (3.8), (3.11)] that

$$
\begin{align*}
\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} & =\left(H_{1} T_{1}^{-1} Z_{11}^{+}, H_{1} T_{1}^{-1}\left(I-Z_{11}^{+} Z_{11}\right) Z_{21}^{H} W^{\frac{1}{2}}\right) \\
& =\left(L_{W^{\frac{1}{2}} K}^{+},\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}}\right) \tag{3.13}
\end{align*}
$$

where $L_{W^{\frac{1}{2}} K}^{+}$defined in (3.6) is the weighted pseudoinverse for the LSE problem (3.1a).

With $q=1$ we also have from (3.12) and [19, (3.1)-(3.3), (3.7), (3.8), (3.11)] that

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} W(\tau) X(W(\tau) X)^{+} X=\binom{Z_{11} Z_{11}^{+} L}{\left(I-Z_{22} Z_{22}^{+}\right) K}=\binom{L}{W K P(W K P)^{+} K} . \tag{3.14}
\end{equation*}
$$

Then (3.7) follows from Lemma 2.1 and (3.5).

Now we can present the main result of this section by applying Theorem 2.1, Lemma 3.1 and by using the idea in $[4, \S 6]$.

Theorem 3.1. Let $L \in C^{m_{1} \times n}, K \in C^{m_{2} \times n}$ be given and $X=\binom{L}{K}$. Suppose that $\operatorname{rank}(X)=r$ and $\operatorname{rank}(L)=p$. Let $\mathcal{U}_{2} \subseteq R^{m_{2} \times l}$ be a given set of matrices for some integer $l \geq m_{2}$, such that

$$
\begin{align*}
& \forall U \in \mathcal{U}_{2}, \operatorname{rank}\left(U^{T} K P\right)=\operatorname{rank}(K P)=r-p, \\
& \sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{ll}
I & \\
& U_{J}^{T}
\end{array}\right)\right\|<+\infty \tag{3.15}
\end{align*}
$$

where $J\left(U^{T} K P\right)$ is a set of vectors of indexes,

$$
\begin{equation*}
J\left(U^{T} K P\right)=\left\{J=\left\{i_{1}, \cdots, i_{r-p}\right\}: \operatorname{rank}\left(U_{J}^{T} K P\right)=\operatorname{rank}(K P)=r-p\right\} \tag{3.16}
\end{equation*}
$$

and let $\mathcal{P}_{2}$ be a set of $m_{2} \times m_{2}$ real matrices defined by

$$
\begin{gather*}
\mathcal{P}_{2}=\left\{W=U D U^{T}: D \text { is a semi-positive diagonal matrix of order } l,\right. \\
\left.U \in \mathcal{U}_{2} \text { such that } \operatorname{rank}(W K P)=\operatorname{rank}(K P)\right\} \tag{3.17}
\end{gather*}
$$

Then with $W(\tau)$ defined in (3.2),

$$
\begin{align*}
& \frac{1}{\sup _{W \in \mathcal{P}_{2}}} \begin{array}{l}
\lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|
\end{array}=\frac{1}{\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{cc}
I & \\
& U_{J}^{T}
\end{array}\right)\right\|}  \tag{3.18}\\
& \quad=\inf _{W \in \mathcal{P}_{2}} \inf _{+}\binom{L}{W K P(W K P)^{+} K}=\inf _{U \in \mathcal{U}_{2}} \min _{J \in J\left(U^{T} K P\right)} \inf _{+}\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} K} \\
& \quad=\frac{1}{\sup _{W \in \mathcal{P}_{2}}\left\|\left(L_{W^{\frac{1}{2}} K}^{+},\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}}\right)\right\|} .
\end{align*}
$$

Proof. (1) We first prove that

$$
\sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|=\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{cc}
I & \\
& U_{J}^{T}
\end{array}\right)\right\|
$$

by applying the Binet-Cauchy formula and Cramer's rule.
Let the unitary decomposition of $X$ be as in (2.1),

$$
X=\binom{L}{K}=A^{H} Q^{H}=\begin{gather*}
m_{1}  \tag{3.19}\\
m_{2}
\end{gather*}\binom{L_{1}}{\tilde{K}} Q^{H} .
$$

Then $\operatorname{rank}\left(L_{1}\right)=\operatorname{rank}(L)=p$. Let the unitary decomposition of $L_{1}$ be

$$
\begin{equation*}
L_{1}=M \tilde{L} \tag{3.20}
\end{equation*}
$$

where $M^{H} M=I_{p}$ and $\tilde{L}$ has full row rank $p$. For any $W=U D U^{T} \in \mathcal{P}_{2}, \tau>0$ and $g=\binom{g_{1}}{g_{2}} \in C^{m}$, let

$$
\begin{equation*}
\pi(\tau)=\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} g=Q\left(\tilde{A}^{H} \tilde{D}(\tau) \tilde{A}\right)^{-1} \tilde{A} \tilde{D}(\tau) \tilde{g} \tag{3.21}
\end{equation*}
$$

in which

$$
\tilde{A}=\binom{\tilde{L}}{U^{T} \tilde{K}}, \tilde{D}(\tau)=\left(\begin{array}{cc}
\tau I_{p} &  \tag{3.22}\\
& D
\end{array}\right) \text { and } \tilde{g}=\binom{M^{H} g_{1}}{U^{T} g_{2}} .
$$

Then with exactly the same procedure as deriving (2.14),

$$
\begin{equation*}
\pi(\tau)=\sum_{J \in J(\tilde{A})} \frac{\left|\operatorname{det}\left(\tilde{A}_{J}\right)\right|^{2} \cdot \operatorname{det}\left(\tilde{D}(\tau)_{J J}\right)}{\sum_{N \in J(\tilde{A})}\left|\operatorname{det}\left(\tilde{A}_{N}\right)\right|^{2} \cdot \operatorname{det}\left(\tilde{D}(\tau)_{N N}\right)} Q\left(\tilde{A}_{J}\right)^{+} \tilde{g}_{J} . \tag{3.23}
\end{equation*}
$$

Notice that $\operatorname{det}\left(\tilde{D}(\tau)_{J J}\right)$ has the maximum power $\tau^{p}$ of $\tau$ if and only if $\tilde{A}_{J}$ contains entire $\tilde{L}$. Therefore when $\tau \rightarrow+\infty$, in both denominators and numerators of (3.23) only those terms with $\tilde{A}_{J}$ and $\tilde{A}_{N}$ containing entire $\tilde{L}$ remain. So when $\tau \rightarrow+\infty,(3.23)$ only contains those $J, N \in J(\tilde{A})$ such that $\{1, \cdots, p\} \subset J$ and $\{1, \cdots, p\} \subset N$.

On the other hand, for each $J \in J(\tilde{A})$ such that $\{1, \cdots, p\} \subset J$, denote $J=$ $\left\{1, \cdots, p, i_{p+1}, \cdots, i_{r}\right\}$ and $J_{2}=\left\{i_{p+1}-p, \cdots, i_{r}-p\right\}$. Notice that from (3.19)(3.20), $\tilde{K}\left(I_{r}-\tilde{L}^{+} \tilde{L}\right) Q^{H}=K P$, so $\operatorname{rank}\left(U_{J_{2}}^{T} \tilde{K}\left(I_{r}-\tilde{L}^{+} \tilde{L}\right)\right)=\operatorname{rank}\left(U_{J_{2}}^{T} K P\right)$. Then from (3.19)-(3.22) and Lemma 1.1 we have $\tilde{A}_{J}=\binom{\tilde{L}}{U_{J_{2}}^{T} \tilde{K}}$ and

$$
\begin{equation*}
r=\operatorname{rank}\left(\tilde{A}_{J}\right)=\operatorname{rank}(\tilde{L})+\operatorname{rank}\left(U_{J_{2}}^{T} \tilde{K}\left(I_{r}-\tilde{L}^{+} \tilde{L}\right)\right)=p+\operatorname{rank}\left(U_{J_{2}}^{T} K P\right), \tag{3.24}
\end{equation*}
$$

from which we see that $J \in J(\tilde{A})$ with $\{1, \cdots, p\} \subset J$, if and only if $J_{2} \in J\left(U^{T} K P\right)$. With the above observation, we obtain by letting $\tau \rightarrow+\infty$ in (3.23),

$$
\begin{aligned}
\pi & =\lim _{\tau \rightarrow+\infty} \pi(\tau) \\
& =\sum_{J \in J\left(U^{T} K P\right)} \frac{\left|\operatorname{det}\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}\right|^{2} \cdot \operatorname{det}\left(D_{J J}\right)}{\sum_{N \in J\left(U^{T} K P\right)}\left|\operatorname{det}\binom{\tilde{L}}{U_{N}^{T} \tilde{K}}\right|^{2} \cdot \operatorname{det}\left(D_{N N}\right)} Q\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}^{-1}\binom{M^{H} g_{1}}{U_{J}^{T} g_{2}},
\end{aligned}
$$

in which for simplicity we have used $J, N \in J\left(U^{T} K P\right)$ instead of $J_{2}, N_{2} \in$ $J\left(U^{T} K P\right)$. Notice that for any $J \in J\left(U^{T} K P\right),\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}$ is nonsingular. By using the notation in (2.1), (3.19) and (3.20) we have

$$
\binom{L}{U_{J}^{T} K}^{+}\binom{g_{1}}{U_{J}^{T} g_{2}}=\binom{M \tilde{L} Q^{H}}{U_{J}^{T} \tilde{K} Q^{H}}^{+}\binom{g_{1}}{U_{J}^{T} g_{2}}=Q\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}^{-1}\binom{M^{H} g_{1}}{U_{J}^{T} g_{2}}
$$

Substituting this into (3.25) we get

$$
\begin{align*}
\pi & =\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} g  \tag{3.26}\\
& =\sum_{J \in J\left(U^{T} K P\right)} \frac{\left|\operatorname{det}\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}\right|^{2} \cdot \operatorname{det}\left(D_{J J}\right)}{\sum_{N \in J\left(U^{T} K P\right)}\left|\operatorname{det}\binom{\tilde{L}}{U_{N}^{T} \tilde{K}}\right|^{2} \cdot \operatorname{det}\left(D_{N N}\right)}\binom{L}{U_{J}^{T} K}^{+}\binom{g_{1}}{U_{J}^{T} g_{2}}
\end{align*}
$$

Then by applying the same argument as in [4, §6],

$$
\begin{align*}
& \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}} g\right\|=\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\binom{g_{1}}{U_{J}^{T} g_{2}}\right\|,  \tag{3.27}\\
& \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|=\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{cc}
I_{m_{1}} \\
& U_{J}^{T}
\end{array}\right)\right\| .
\end{align*}
$$

(2) We then prove that

$$
\inf _{U \in \mathcal{U}_{2}} \min _{J \in J\left(U^{T} K P\right)} \inf _{+}\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} K}=\frac{1}{\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{ll}
I_{m_{1}} & \\
& U_{J}^{T}
\end{array}\right)\right\|} .
$$

By applying (2.1), (3.19) and (3.20) we have

$$
\begin{aligned}
\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{cc}
I_{m_{1}} & \\
& U_{J}^{T}
\end{array}\right) & =\binom{M \tilde{L} Q^{H}}{U_{J}^{T} \tilde{K} Q^{H}}^{+}\left(\begin{array}{cc}
I_{m_{1}} & \\
& U_{J}^{T}
\end{array}\right) \\
& =Q\binom{\tilde{L}}{U_{J}^{T} \tilde{K}}^{-1}\left(\begin{array}{cc}
M^{H} & \\
& U_{J}^{T}
\end{array}\right)
\end{aligned}
$$

Because $Q^{H} Q=I_{r}$ and $\left(\begin{array}{cc}M^{H} & \\ & U_{J}^{T}\end{array}\right)$ has full row rank $r$, from the above identity we obtain

$$
\left(\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{cc}
I_{m_{1}} &  \tag{3.28}\\
& U_{J}^{T}
\end{array}\right)\right)^{+}=\left(\begin{array}{cc}
M & \\
& \left(U_{J}^{T}\right)^{+}
\end{array}\right)\binom{\tilde{L}}{U_{J}^{T} \tilde{K}} Q^{H}=\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} K} .
$$

Notice that the above equality holds for any $U \in \mathcal{U}_{2}$ and $J \in J\left(U^{T} K P\right)$. We obtain by using the same argument as in step (1) of the proof of Theorem 2.1,
$\inf _{U \in \mathcal{U}_{2}} \min _{J \in J\left(U^{T} K P\right)} \inf _{+}\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} K}=\frac{1}{\sup _{U \in \mathcal{U}_{2}} \max _{J \in J\left(U^{T} K P\right)}\left\|\binom{L}{U_{J}^{T} K}^{+}\left(\begin{array}{ll}I_{m_{1}} & \\ & U_{J}^{T}\end{array}\right)\right\|}$.
The remaining equalities of the theorem can be proved by applying Theorems 2.1, 2.2 and Lemma 3.1.

In the case that $l=m_{2}$ and $\mathcal{U}_{2}=\left\{I_{m_{2}}\right\}$ so that $\mathcal{P}_{2}$ is a set of semi-positive diagonal matrices, we have the following result:

Corollary 3.1. Under the notation and the conditions in Theorem 3.1, furthermore suppose that $\mathcal{P}_{2}$ is defined as

$$
\begin{equation*}
\mathcal{P}_{2}=\left\{W=\operatorname{diag}\left(d_{1}, \cdots, d_{m_{2}}\right) \geq 0: \operatorname{rank}(W K P)=\operatorname{rank}(K P)=r-p\right\} \tag{3.29}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{1}{\sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|}=\frac{1}{\max _{i}\left\|\binom{L}{K^{(i)}}^{+}\right\|}=\min _{i} \inf _{+}\left(\binom{L}{K^{(i)}}\right) \tag{3.30}
\end{equation*}
$$

in which the maximum or minmum is taken over all $K^{(i)} \prec K$ such that $\operatorname{rank}\left(K^{(i)} P\right)$ $=r-p=$ number of rows of $K^{(i)}$.

Proof. In Theorem 3.1, take $l=m_{2}$ and $\mathcal{U}_{2}=\left\{I_{m_{2}}\right\}$.
In the case that $\mathcal{P}_{2}$ is a set of $m_{2} \times m_{2}$ diagonally dominant positive semidefinite matrices, we can use a similar signature decomposition of any matrix $W=U D U^{T} \in$ $\mathcal{P}_{2}$, as in [4], to obtain the following result:

Corollary 3.2. Under the notation and the conditions in Theorem 3.1, furthermore suppose that $\mathcal{P}_{2}$ is defined as

$$
\begin{equation*}
\mathcal{P}_{2}=\left\{W \in \mathcal{P}(K P): w_{i i} \geq \sum_{j=1, j \neq i}^{m_{2}}\left|w_{i j}\right|\right\} \tag{3.31}
\end{equation*}
$$

Let $l=\frac{m_{2}\left(m_{2}+1\right)}{2}$. For any $W \in \mathcal{P}_{2}$, define matrices $D=\operatorname{diag}\left(d_{1}, \cdots, d_{l}\right)$ and $U \in \mathcal{U}_{2} \subset R^{m_{2} \times l}$ as

$$
\begin{align*}
& d_{i}=w_{i i}-\sum_{j=1, j \neq i}^{m_{2}}\left|w_{i j}\right| \text { for } 1 \leq i \leq m_{2},  \tag{3.32}\\
& d_{m_{2}+t(i, j)}=\left|w_{i j}\right| \text { for } 1 \leq i<j \leq m_{2},
\end{align*}
$$

$$
\begin{align*}
& U \equiv U(s)=\left(u(s)_{1}, \cdots, u(s)_{l}\right) \in R^{m_{2} \times l} \\
& u(s)_{i}=e_{i} \quad \text { for } i=1, \cdots, m_{2}  \tag{3.33}\\
& u(s)_{m_{2}+t(i, j)}=e_{i}+s_{t(i, j)} e_{j} \quad \text { for } 1 \leq i<j \leq m_{2},
\end{align*}
$$

in which $e_{j}$ is the $j-t h$ column of the identity matrix $I_{m_{2}}$ and for $1 \leq i<j \leq m_{2}$,

$$
t(i, j)=m_{2}(i-1)-\frac{i(i+1)}{2}+j \text { and } s_{t(i, j)}= \begin{cases}1 & \text { if } w_{i j} \geq 0 \\ -1 & \text { if } w_{i j}<0\end{cases}
$$

Then

$$
\begin{align*}
& \frac{1}{\sup _{W \in \mathcal{P}_{2}}} \begin{aligned}
& \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|
\end{aligned}=\inf _{W \in \mathcal{P}_{2}} \inf _{+}\binom{L}{W K P(W K P)^{+} K}  \tag{3.34}\\
&=\inf _{U \in \mathcal{U}_{2}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} K}=\frac{1}{\sup _{W \in \mathcal{P}_{2}}\left\|\left(L_{W^{\frac{1}{2}} K^{\prime}},\left(W^{\frac{1}{2}} K P\right)^{+} W^{\frac{1}{2}}\right)\right\|} .
\end{align*}
$$

Proof. From [4, §3], any matrix $W \in \mathcal{P}_{2}$ has the form $W=U D U^{T}$ with $D, U$ defined in (3.32) and (3.33).

Remarks. 1. For given $L \in C_{p}^{m_{1} \times n}, K \in C^{m_{2} \times n}$ such that $X=\binom{L}{K} \in C_{r}^{m \times n}, \mathcal{U}_{2}$ satisfing (3.15), $\mathcal{P}_{2}$ defined in (3.17), (3.26) provides the geometric structure of the minimum 2-norm solution $\pi$ of (3.1a) for given $W \in \mathcal{P}_{2}$, which is a generalization of the formula in [4].
2. Lemma 3.1 and Theorem 3.1 provide algebraic relations between the matrix $\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ and its pseudoinverse, which can be used to study properties of the constrained least squares problem.
3. Theorem 3.1 and Corollaries 3.1, 3.2 provide several equivalent formulae for

$$
\sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|,
$$

which extend the results in [4].

## 4. Stability of weighted pseudoinverses

In the theory of pseudoinverses, one important problem is the boundedness of pseudoinverses under small perturbations. Let $X \in C_{r}^{m \times n}$ and $\hat{X}=X+\delta X \in$ $C^{m \times n}$. Then the following results are well known (e.g., [16, pp. 136-152]).

1. If $\|\delta X\| \cdot\left\|X^{+}\right\|<1$, then $\operatorname{rank}(\hat{X}) \geq \operatorname{rank}(X)$.
2. If $\|\delta X\| \cdot\left\|X^{+}\right\|<1$ and $\operatorname{rank}(\hat{X})>\operatorname{rank}(X)$, then $\left\|\hat{X}^{+}\right\| \geq \frac{1}{\|\delta X\|}$.
3. If $\|\delta X\| \cdot\left\|X^{+}\right\|<1$ and $\operatorname{rank}(\hat{X})=\operatorname{rank}(X)$, then $\frac{\left\|X^{+}\right\|}{1+\|\delta X\| \cdot\left\|X^{+}\right\|} \leq\left\|\hat{X}^{+}\right\| \leq$ $\frac{\left\|X^{+}\right\|}{1-\|\delta X\| \cdot\left\|X^{+}\right\|}$.

So $\left\|\hat{X}^{+}\right\|$are bounded for all small perturbations $\delta X$ with $\|\delta X\| \cdot\left\|X^{+}\right\| \leq \eta<1$ iff $\operatorname{rank}(\hat{X})=\operatorname{rank}(X)$, where $0 \leq \eta<1$ is a constant. For stability of weighted pseudoinverses, the situation is more complicated.

In this section we will discuss the stability property of $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ over a set $\mathcal{P} \subseteq \mathcal{P}(X)$. We use the following definition.

Definition 4.1. For given $X \in C_{r}^{m \times n}$ and a set $\mathcal{P} \subseteq \mathcal{P}(X)$, suppose that

$$
\begin{equation*}
\sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}\right\|<+\infty \tag{4.1a}
\end{equation*}
$$

We say that $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is stable over $\mathcal{P}$, if there exists a constant $\eta>0$ which does not depend on the choice of $W \in \mathcal{P}$, such that

$$
\begin{equation*}
\sup _{X+\delta X \in C_{r}^{m \times n}},\|\delta X\| \leq \eta \sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}}(X+\delta X)\right)^{+} W^{\frac{1}{2}}\right\|<+\infty . \tag{4.1b}
\end{equation*}
$$

We now have the following theorem.
Theorem 4.1. Suppose that $X \in C_{r}^{m \times n}$ with $0<r \leq m$, an integer $l \geq r$. Let $\mathcal{U} \subseteq R^{m \times l}$ and $\mathcal{P} \subseteq \mathcal{P}(X)$ be two given sets of matrices which respectively satisfy

$$
\begin{gather*}
\forall U \in \mathcal{U}, \operatorname{rank}\left(U^{T} X\right)=\operatorname{rank}(X), \\
\inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X\right)>0,  \tag{4.2}\\
\mathcal{P}=\left\{W=U D U^{T}: D=\operatorname{diag}\left(d_{1}, \cdots, d_{l}\right) \geq 0, U \in \mathcal{U},\right. \\
\text { such that } \operatorname{rank}(W X)=\operatorname{rank}(X)\} .
\end{gather*}
$$

Then $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is stable over $\mathcal{P}$, if and only if for any $U \in \mathcal{U}$ and any vector of sequence of increasing $r$ integers $J=\left\{i_{1}, \cdots, i_{r}\right\}$ with $1 \leq i_{1}<\cdots<i_{r} \leq m$,

$$
\begin{equation*}
\operatorname{rank}\left(U_{J}^{T}\right)=r \quad \text { implies } \quad \operatorname{rank}\left(U_{J}^{T} X\right)=r \tag{4.4}
\end{equation*}
$$

Furthermore, if the condition in (4.4) holds, then for any $\hat{X}=X+\delta X \in C_{r}^{m \times n}$ such that $\|\delta X\| \leq a \cdot \rho(\mathcal{P}) \equiv \eta$ with $0<a<1$ some constant, we have the following estimate:

$$
\begin{equation*}
\frac{1}{\rho(\mathcal{P})+\|\delta X\|} \leq \sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} \hat{X}\right)^{+} W^{\frac{1}{2}}\right\| \leq \frac{1}{\rho(\mathcal{P})-\|\delta X\|} \tag{4.5}
\end{equation*}
$$

Proof. Necessity. Suppose that there exists a matrix $\hat{U} \in \mathcal{U}$ and a vector of sequence of increasing $r$ integers $N=\left\{i_{1}, \cdots, i_{r}\right\}$ with $1 \leq i_{1}<\cdots<i_{r} \leq m$, such that $\operatorname{rank}\left(\hat{U}_{N}^{T}\right)=r$ but $\operatorname{rank}\left(\hat{U}_{N}^{T} X\right)=q<r$. Then with the unitary decomposition of $X=A^{H} Q^{H}$, see (2.1), for any $\epsilon>0$, there always exists a matrix $E_{\epsilon} \in C^{m \times r}$, such that $\left\|E_{\epsilon}\right\|<\epsilon \cdot \rho(\mathcal{P})$ and with $A_{\epsilon}^{H}=A^{H}+E_{\epsilon}, \hat{U}_{N}^{T} A_{\epsilon}^{H}$ is nonsingular. Let $X_{\epsilon}=A_{\epsilon}^{H} Q^{H}$. Then $X_{\epsilon} \in C_{r}^{m \times n}, N \in J\left(\hat{U}^{T} X_{\epsilon}\right)$ and

$$
\begin{aligned}
& \inf _{U \in \mathcal{U}} \min _{J \in J\left(U^{T} X_{\epsilon}\right)} \inf _{+}\left(\left(U_{J}^{T}\right)^{+} U_{J}^{T} X_{\epsilon}\right) \leq \inf _{+}\left(\left(\hat{U}_{N}^{T}\right)^{+} \hat{U}_{N}^{T} X_{\epsilon}\right)=\sigma_{r}\left(\left(\hat{U}_{N}^{T}\right)^{+} \hat{U}_{N}^{T} X_{\epsilon}\right) \\
& \quad \leq \sigma_{r}\left(\left(\hat{U}_{N}^{T}\right)^{+} \hat{U}_{N}^{T} X\right)+\left\|\left(\hat{U}_{N}^{T}\right)^{+} \hat{U}_{N}^{T} E_{\epsilon} Q^{H}\right\| \leq\left\|E_{\epsilon}\right\|<\epsilon(\mathcal{P}) .
\end{aligned}
$$

So according to Theorem 2.2, for any constant $\eta$ with $0<\eta \ll 1$,

$$
\begin{aligned}
\sup _{X+\delta X \in C_{r}^{m \times n}} \sup _{\|\delta X\| \leq \eta}\left\|\left(W^{\frac{1}{2}}(X+\delta X)\right)^{+} W^{\frac{1}{2}}\right\| & \geq \lim _{\epsilon \rightarrow 0_{+}} \sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} X_{\epsilon}\right)^{+} W^{\frac{1}{2}}\right\| \\
& \geq \lim _{\epsilon \rightarrow 0_{+}} \frac{1}{\epsilon \rho(\mathcal{P})}=+\infty .
\end{aligned}
$$

So when the condition in (4.4) does not hold, $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is not stable over $\mathcal{P}$. Sufficiency. Suppose that the condition in (4.4) holds. Let $0<\alpha<1$ be a constant and let $\eta \equiv \alpha \cdot \rho(\mathcal{P})$. Suppose that any matrix $\delta X \in C^{m \times n}$ satisfies $\|\delta X\| \leq \alpha \cdot \rho(\mathcal{P})$ and $\hat{X}=X+\delta X \in C_{r}^{m \times n}$. Then for any $U \in \mathcal{U}$ and any vector $N \in J\left(U^{T} \hat{X}\right)$,
$\operatorname{rank}\left(U_{N}^{T}\right)=r$ and so $N \in J\left(U^{T} X\right)$. We then have from the perturbation of the singular values [7], [16],

$$
\begin{align*}
\sigma_{r}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} \hat{X}\right) & \geq \sigma_{r}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} X\right)-\left\|\left(U_{N}^{T}\right)^{+} U_{N}^{T} \delta X\right\| \\
& \geq \rho(\mathcal{P})-\|\delta X\| \geq(1-\alpha) \rho(\mathcal{P})>0 \\
\sigma_{r}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} \hat{X}\right) & \leq \sigma_{r}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} X\right)+\left\|\left(U_{N}^{T}\right)^{+} U_{N}^{T} \delta X\right\|  \tag{4.6}\\
& \leq \sigma_{r}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} X\right)+\|\delta X\| .
\end{align*}
$$

Notice that (4.6) holds for any $U \in \mathcal{P}$ and any $N \in J\left(U^{T} \hat{X}\right)$. We conclude by applying Theorem 2.2 that

$$
\frac{1}{\rho(\mathcal{P})+\|\delta X\|} \leq \sup _{W \in \mathcal{P}}\left\|\left(W^{\frac{1}{2}} \hat{X}\right)^{+} W^{\frac{1}{2}}\right\| \leq \frac{1}{\rho(\mathcal{P})-\|\delta X\|} \leq \frac{1}{(1-\alpha) \cdot \rho(\mathcal{P})}
$$

proving (4.5). Because the above estimate holds for any $\hat{X}=X+\delta X \in C_{r}^{m \times n}$ with $\|\delta X\|<\alpha \cdot \rho(\mathcal{P}),\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is stable over $\mathcal{P}$.

In the following we specify two special cases.
Corollary 4.1 [21, Theorem 3.1]. If in Theorem 4.1,

$$
\begin{equation*}
\mathcal{P}=\left\{W=\operatorname{diag}\left(d_{1}, \cdots, d_{m}\right): 0 \leq W \in \mathcal{P}(X)\right\}, \tag{4.7}
\end{equation*}
$$

then $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is stable over $\mathcal{P}$, if and only if any $r$ rows of $X$ are linearly independent.

Corollary 4.2. If in Theorem 4.1,

$$
\begin{equation*}
\mathcal{P}=\left\{W \in \mathcal{P}(X): w_{i i} \geq \sum_{j=1, j \neq i}^{m}\left|w_{i j}\right|\right\} \tag{4.9}
\end{equation*}
$$

then $\left(W^{\frac{1}{2}} X\right)^{+} W^{\frac{1}{2}}$ is stable over $\mathcal{P}$, if and only if the following condition holds:
Let $e_{i}^{T}$ and $x_{i}$ respectively be the $i$-th row of $I_{m}$ and $X$ for $i=1, \cdots, m$. Let $U_{J}^{T}$ and $U_{J}^{T} X$ have the forms

$$
U_{J}^{T}=\left(\begin{array}{c}
e_{i_{1}}^{T}  \tag{4.10}\\
\cdot \\
e_{i_{q}}^{T} \\
e_{j_{1}}^{T} \pm e_{k_{1}}^{T} \\
\cdot \\
\cdot \\
e_{j_{r-q}}^{T} \pm e_{k_{r-q}}^{T}
\end{array}\right), \quad U_{J}^{T} X=\left(\begin{array}{c}
x_{i_{1}} \\
\cdot \\
\cdot \\
x_{i_{q}} \\
x_{j_{1}} \pm x_{k_{1}} \\
\cdot \\
\cdot \\
x_{j_{r-q}} \pm x_{k_{r-q}}
\end{array}\right)
$$

in which $q$ is any integer satisfying $q \leq r, 1 \leq i_{1}<\cdots<i_{q} \leq m$ and $1 \leq j_{t}<k_{t} \leq$ $m$ for $t=1, \cdots, r-q$. Then

$$
\begin{equation*}
\operatorname{rank}\left(U_{J}^{T}\right)=r \quad \text { implies } \quad \operatorname{rank}\left(U_{J}^{T} X\right)=r \tag{4.11}
\end{equation*}
$$

Proof. Under the condition of the corollary, any $W \in \mathcal{P}$ has the signature decomposition $W=U D U^{T}$ [4], where $U \in R^{m \times l}\left(l=\frac{m(m+1)}{2}\right)$ has the form in (2.19a) and $D$ has the form in (2.19b). Let a vector of indexes $J$ be of the form $J=\left\{i_{1}, \cdots, i_{r}\right\}$ with $1 \leq i_{1}<\cdots<i_{r} \leq l$. Then $U_{J}^{T}$ and $U_{J}^{T} X$ respectively have the forms in (4.10). So by applying Theorem 4.1 we obtain the condition in (4.11).

Now we consider the stability condition for $\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ arising from solving the LSE problem (1.4) by the weighting method.

Suppose that

$$
L \in C_{p}^{m_{1} \times n}, K \in C^{m_{2} \times n}, X=\binom{L}{K} \in C_{r}^{m \times n} \text { and } W(\tau)=\left(\begin{array}{cc}
\tau I_{m_{1}} &  \tag{4.12a}\\
& W
\end{array}\right)
$$

where $m=m_{1}+m_{2}, W \in \mathcal{P}(K P)$, and

$$
\begin{equation*}
\hat{L}=L+E_{L}, \hat{K}=K+E_{K} \text { and } \hat{X}=\binom{\hat{L}}{\hat{K}} \equiv X+E_{X} \tag{4.12b}
\end{equation*}
$$

are the perturbed versions of $L, K$ and $X$, respectively. From (3.5) and (3.7) we see that for given $W \in \mathcal{P}(K P), \lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} \hat{X}\right)^{+} W(\tau)^{\frac{1}{2}}$ is bounded for all small perturbations $E_{L}, E_{K}$ and $E_{X}$; we need conditions

$$
\begin{equation*}
\operatorname{rank}(\hat{L})=\operatorname{rank}(L)=p \text { and } \operatorname{rank}(\hat{X})=\operatorname{rank}(X)=r \tag{4.13}
\end{equation*}
$$

Now we define the stability of $\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ over a set $\mathcal{P}_{2} \subset P(K P)$.
Definition 4.2. Let $L, K, X$ be given as in (4.12a) and $\mathcal{P}_{2} \subset \mathcal{P}(K P)$ be a given set of matrices. For any $W \in \mathcal{P}_{2}, W(\tau)$ is defined in (4.12a). Suppose that

$$
\begin{equation*}
\frac{1}{\rho\left(\mathcal{P}_{2}\right)} \equiv \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}\right\|<+\infty \tag{4.14a}
\end{equation*}
$$

We say that $\lim _{\tau \rightarrow 0+}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is stable over $\mathcal{P}_{2}$, if there exists a constant $\eta>0$ which does not depend on the choice of $W \in \mathcal{P}_{2}$, such that

$$
\begin{equation*}
\sup _{\substack{X+E_{X} \in C_{r}^{m \times n},\left\|E_{X}\right\| \leq \eta \\ L+E_{L} \in C_{p}^{m_{1} \times n}}} \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}}\left(X+E_{X}\right)\right)^{+} W(\tau)^{\frac{1}{2}}\right\|<+\infty . \tag{4.14b}
\end{equation*}
$$

We now state the following theorem.
Theorem 4.2. Suppose that $L, K, X$ are as in (4.12a), $\mathcal{U}_{2}$ satisfies (3.15) and $\mathcal{P}_{2}$ is defined in (3.17). Then $\lim _{\tau \rightarrow 0+}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is stable over $\mathcal{P}_{2}$, if and only if for any $U \in \mathcal{U}_{2}$ and any set of indexes $J=\left\{i_{1}, \cdots, i_{r-p}\right\}$ with $1 \leq i_{1}<\cdots<$ $i_{r-p} \leq m_{2}$,

$$
\begin{equation*}
\operatorname{rank}\left(U_{J}^{T}\right)=r-p \quad \text { implies } \operatorname{rank}\left(U_{J}^{T} K P\right)=r-p \tag{4.15a}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\operatorname{rank}\left(U_{J}^{T}\right)=r-p \quad \text { implies } \quad \operatorname{rank}\binom{L}{U_{J}^{T} K}=r . \tag{4.15b}
\end{equation*}
$$

Furthermore, if the condition in (4.15a) holds, then for any $\hat{L}, \hat{K}$ and $\hat{X}$ which are defined in (4.12b) and satisfy the conditions in (4.13), such that $\left\|E_{X}\right\| \leq a \cdot \rho\left(\mathcal{P}_{2}\right) \equiv$ $\eta$ with $0<a<1$ some constant, we have the following estimate:

$$
\begin{equation*}
\frac{1}{\rho\left(\mathcal{P}_{2}\right)+\left\|E_{X}\right\|} \leq \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} \hat{X}\right)^{+} W(\tau)^{\frac{1}{2}}\right\| \leq \frac{1}{\rho\left(\mathcal{P}_{2}\right)-\left\|E_{X}\right\|} \tag{4.16}
\end{equation*}
$$

Proof. Necessity. If there exists a matrix $U \in \mathcal{U}_{2}$ and a set of indexes $N=$ $\left\{i_{1}, \cdots, i_{r-p}\right\}$ such that $\operatorname{rank}\left(U_{N}^{T}\right)=r-p$ but $\operatorname{rank}\left(U_{N}^{T} K P\right)=q<r-p$, then for any $\epsilon>0$, we can add into $K$ a small perturbation $E_{K}$ such that $\left\|E_{K}\right\|<\epsilon \cdot \rho\left(\mathcal{P}_{2}\right)$ and $\operatorname{rank}\left(U_{N}^{T} \hat{K} P\right)=\operatorname{rank}(\hat{K} P)=r-p$ Let $X_{\epsilon}=\binom{L}{\hat{K}}$, then $\operatorname{rank}\left(X_{\epsilon}\right)=\operatorname{rank}(X)$ $=r$ and $N \in J\left(U^{T} \hat{K} P\right)$. So by applying Theorem 3.1 we have

$$
\begin{aligned}
& \inf _{U \in \mathcal{U}_{2}} \min _{J \in J\left(U^{T} \hat{K} P\right)} \inf _{+}\binom{L}{\left(U_{J}^{T}\right)^{+} U_{J}^{T} \hat{K}} \leq \sigma_{r}\binom{L}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} \hat{K}} \\
& \quad \leq \sigma_{r}\binom{L}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} K}+\left\|\left(U_{N}^{T}\right)^{+} U_{N}^{T} E_{K}\right\| \leq\left\|E_{K}\right\|<\epsilon \rho\left(\mathcal{P}_{2}\right)
\end{aligned}
$$

because in this case $\operatorname{rank}\binom{L}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} K}=\operatorname{rank}(L)+\operatorname{rank}\left(\left(U_{N}^{T}\right)^{+} U_{N}^{T} K P\right)<r$ by applying Lemma 1.1. So according to Theorem 3.1, for any $0<\eta \ll 1$,

$$
\begin{aligned}
& \sup _{X+E_{X} \in C_{r}^{m \times n},\left\|E_{X}\right\| \leq \eta} \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}}\left(X+E_{X}\right)\right)^{+} W(\tau)^{\frac{1}{2}}\right\| \\
& \geq \geq \lim _{\epsilon \rightarrow 0_{+}} \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} X_{\epsilon}\right)^{+} W(\tau)^{\frac{1}{2}}\right\| \geq \lim _{\epsilon \rightarrow 0_{+}} \frac{1}{\epsilon \rho\left(\mathcal{P}_{2}\right)}=+\infty .
\end{aligned}
$$

So when the condition of the theorem does not hold, then $\lim _{\tau \rightarrow 0+}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is not stable over $\mathcal{P}_{2}$. Sufficiency. Suppose that the condition in (4.15a) holds. Let $a$ be a constant satisfying $0<a<1$ and let $\eta \equiv a \cdot \rho\left(\mathcal{P}_{2}\right)$. Let $\hat{L}=L+E_{L}, \hat{K}=$ $K+E_{K}, \hat{X}=L+E_{X}$ be any perturbed matrices satisfying conditions in (4.13) with $\left\|E_{X}\right\| \leq \eta$. Then for any $U \in \mathcal{U}_{2}$ and $N \in J\left(U^{T} \hat{K} \hat{P}\right), \operatorname{rank}\left(U_{N}^{T}\right)=\operatorname{rank}\left(U_{N}^{T} \hat{K} \hat{P}\right)=$ $r-p$ and so $\operatorname{rank}\left(U_{N}^{T} K P\right)=r-p$. We then have from the perturbation of the singular values [7], [16],

$$
\begin{align*}
\sigma_{r}\binom{\hat{L}}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} \hat{K}} & \geq \sigma_{r}\binom{L}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} K}-\left\|\binom{E_{L}}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} E_{K}}\right\| \\
& \geq \rho\left(\mathcal{P}_{2}\right)-\left\|E_{X}\right\| \geq(1-\alpha) \rho\left(\mathcal{P}_{2}\right)>0  \tag{4.17}\\
\sigma_{r}\binom{\hat{L}}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} \hat{K}} & \leq \sigma_{r}\binom{L}{\left(U_{N}^{T}\right)^{+} U_{N}^{T} K}+\left\|E_{X}\right\| .
\end{align*}
$$

Notice that (4.17) holds for any $U \in \mathcal{P}_{2}$ and any $N \in J\left(U^{T} \hat{K} \hat{P}\right)$. We conclude by applying Theorem 3.1 that

$$
\begin{aligned}
& \frac{1}{\rho\left(\mathcal{P}_{2}\right)+\left\|E_{X}\right\|} \leq \sup _{W \in \mathcal{P}_{2}} \lim _{\tau \rightarrow+\infty}\left\|\left(W(\tau)^{\frac{1}{2}} \hat{X}\right)^{+} W(\tau)^{\frac{1}{2}}\right\| \\
& \leq \frac{1}{\rho\left(\mathcal{P}_{2}\right)-\left\|E_{X}\right\|} \leq \frac{1}{(1-a) \rho\left(\mathcal{P}_{2}\right)}
\end{aligned}
$$

proving (4.16). Because the above estimate holds for any $\hat{L}, \hat{K}, \hat{X}$ satisying (4.13) and $\left\|E_{X}\right\| \leq a \cdot \rho\left(\mathcal{P}_{2}\right), \lim _{\tau \rightarrow 0+}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is stable over $\mathcal{P}_{2}$. The equivalence of (4.15a) and (4.15b) is supported by Lemma 1.1.

In the following we specify two special cases.

Corollary 4.3. If in Theorem 4.2,

$$
\begin{equation*}
\mathcal{P}_{2}=\left\{W=\operatorname{diag}\left(d_{1}, \cdots, d_{m_{2}}\right): 0 \leq W \in \mathcal{P}(K P)\right\} \tag{4.18}
\end{equation*}
$$

then $\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is stable over $\mathcal{P}_{2}$, if and only if for any vector of $r-p$ indexes $J=\left\{i_{1}, \cdots, i_{r-p}\right\}$ with $1 \leq i_{1}<\cdots<i_{r-p} \leq m_{2}$,

$$
\begin{equation*}
\operatorname{rank}\left(K_{J} P\right)=r-p, \tag{4.19a}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\operatorname{rank}\binom{L}{K_{J}}=r \tag{4.19b}
\end{equation*}
$$

Proof. In this case $\mathcal{U}=\left\{I_{m_{2}}\right\}$. So for any vector of indexes $J=\left\{i_{1}, \cdots, i_{r-p}\right\}$ with $1 \leq i_{1} \cdots<i_{r-p} \leq m_{2}, U_{J}^{T}$ is of full row rank, and $U_{J}^{T} K P=K_{J} P$. Then by applying Theorem 4.2 we immediately reach the assertion in (4.19a). The equivalence of (4.19a) and (4.19b) is supported by Lemma 1.1.

Corollary 4.4. If in Theorem 4.2,

$$
\begin{equation*}
\mathcal{P}_{2}=\left\{W \in \mathcal{P}(K P): w_{i i} \geq \sum_{j=1, j \neq i}^{m_{2}}\left|w_{i j}\right|\right\} \tag{4.20}
\end{equation*}
$$

then $\lim _{\tau \rightarrow+\infty}\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ is stable over $\mathcal{P}_{2}$, if and only if the following condition holds:

Let $e_{i}^{T}$ and $k_{i}$ respectively be the $i$-th row of $I_{m_{2}}$ and $K$ for $i=1, \cdots, m_{2}$. Let $U_{J}^{T}$ and $U_{J}^{T} K$ have the forms

$$
U_{J}^{T}=\left(\begin{array}{c}
e_{i_{1}}^{T}  \tag{4.21}\\
\cdot \\
\cdot \\
e_{i_{q}}^{T} \\
e_{j_{1}}^{T} \pm e_{l_{1}}^{T} \\
\cdot \\
\cdot \\
e_{j_{r-p-q}}^{T} \pm e_{l_{r-p-q}}^{T}
\end{array}\right), \quad U_{J}^{T} K=\left(\begin{array}{c}
k_{i_{1}} \\
\cdot \\
\cdot \\
k_{i_{q}} \\
k_{j_{1}} \pm k_{l_{1}} \\
\cdot \\
\cdot \\
k_{j_{r-p-q}} \pm k_{l_{r-p-q}}
\end{array}\right)
$$

in which $q$ is any integer satisfying $q \leq r-p, 1 \leq i_{1}<\cdots<i_{q} \leq m_{2}$ and $1 \leq j_{t}<l_{t} \leq m_{2}$ for $t=1, \cdots, r-p-q$. Then
(4.22a) $\quad \operatorname{rank}\left(U_{J}^{T}\right)=r-p \quad$ implies $\quad \operatorname{rank}\left(U_{J}^{T} K P\right)=r-p$,
which is equivalent to

$$
\begin{equation*}
\operatorname{rank}\left(U_{J}^{T}\right)=r-p \quad \text { implies } \quad \operatorname{rank}\binom{L}{U_{J}^{T} K}=r \tag{4.22b}
\end{equation*}
$$

Proof. Under the condition of the corollary, any $W \in \mathcal{P}_{2}$ has the signature decomposition $W=U D U^{T}[4]$, where $U \in R^{m_{2} \times l}\left(l=\frac{m_{2}\left(m_{2}+1\right)}{2}\right)$ has the form in (3.33) and $D$ has the form in (3.32). Let any vector of indexes $J$ be of the form $J=\left\{i_{1}, \cdots, i_{r-p}\right\}$ with $1 \leq i_{1}<\cdots<i_{r-p} \leq l$. Then $U_{J}^{T}$ and $U_{J}^{T} K$ respectively have the forms in (4.21). So by applying Theorem 4.2 we obtain the equivalent conditions in (4.22a) and (4.22b).

Remark. As mentioned at the beginning of this section, for a given matrix $X$, rank preserving of perturbed matrices $\hat{X}=X+\delta X$ guarantees boundedness of $\left\|\hat{X}^{+}\right\|$ for all small perturbations $\delta X$ satisfying $\|\delta X\| \cdot\left\|X^{+}\right\| \leq \eta<1$ for any constant $0<\eta<1$.

From the discussion of this section, we see that when analyzing stability of weighted pseudoinverses of $X$, rank preserving of perturbed matrices $\hat{X}$ is not adequate to guarantee the stability of weighted pseudoinverses of $X$ over a set $\mathcal{P}$ or $\mathcal{P}_{2}$. We need some extra structural conditions on the matrix $X$. So when analyzing stability properties of interior methods, one should take special care.

## 5. Concluding remarks

In this paper we have discussed equivalent formulae and the stability properties of weighted pseudoinverses $\left(W(\tau)^{\frac{1}{2}} X\right)^{+} W(\tau)^{\frac{1}{2}}$ over a set $\mathcal{P} \subseteq \mathcal{P}(X)$ when the supremum is finite. We have also considered several specific cases when the sets of weighting matrices are semi-postive diagonal, real symmetric diagonally dominant positive semidefinite matrices, and weighting matrices arising from solving the LSE problem. The results generalize those in [15], [12], [21], [4].

We have also studied algebraic properties of the weighted pseudoinverses arising from solving the LSE problem, which can be used to further study the LSE problem.
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